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Abstract

More than 10 billion tons of construction and demolition waste (CW) are generated glob-

ally each year, which has a non-negligible impact on the environment. In the recycling

process of the CW, government and the carrier are two main stakeholders. The carrier is

responsible for transporting the CW from production sites to backfill sites or processing

facilities, whose main concern is the economic benefits and transport efficiency. Mean-

while, the government, as the regulator, focuses on minimizing pollution generated by

the recycling system, which is influenced by transport modes, shipment distances, and

the types of processing facilities used. This paper develops a bi-level optimization model

to address these challenges. The upper-level model optimizes the government’s subsidy

scheme, while the lower-level model focuses on the carrier’s recycling plan. With the

introduction of the time-space network, the lower-level model is formulated as a tailored

minimum cost flow problem and the upper-level problem as a linear programming model.

Due to the complex structure and large number of variables of the problem, we design a

hybrid heuristic method based on multi-objective particle swarm optimization (MOPSO).

A case study in Chengdu demonstrates that the lower-level model could achieve a gap less

than 0.43% within 58 seconds, and the whole problem could be solved with a gap of less

than 1.51% within 3.76 hours. Results show that with an optimized subsidy scheme and

recycling plan, pollution can be reduced by over 29.29% with a relatively small subsidy

investment.
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1. Introduction

The global urbanization and urban renewal are leading to a significant increase in construc-
tion projects. With this comes a large amount of construction and demolition waste (CW),
more than 10 billion tons of CW are generated globally annually (Yazdani et al., 2021), mak-
ing it a major component of municipal solid waste. It accounts for 25-40% in developing
and developed countries (Lin et al., 2020). As the largest contributor, China generates more5

than 3 billion tons of CW annually, the United States generates more than 600 million tons
annually, and the European Union generated 372 million tons in 2018 (Huang et al., 2018;
Zheng et al., 2024). Despite the enormous number, the recycling rate of the CW is quite small
compared with other types of urban waste. In China, only 5% of CW are recycled (Huang
et al., 2018). Nonetheless, improper treatment can cause serious environmental hazards such10

as soil contamination and degradation, air and water pollution, greenhouse gas emissions,
global warming, and severe health problems (Rathore and Sarmah, 2020). This highlights the
need for an efficient, environmentally friendly CW recycling plan.

Three types of sites are integral to the recycling process of CW: production sites, backfill
sites, and processing facilities (Chu et al., 2012; Yu and Han, 2024; Yazdani et al., 2021).15

The contractor generates waste at production sites and then commissions carrier to transport
it and pays accordingly. The carrier’s recycling plan significantly impacts the environment,
influenced by transport modes and recycling methods. Diesel trucks are cheaper but more
polluting, while electric trucks are cleaner but more costly, making carriers favor diesel trucks
without government subsidies. Recycling methods also vary in environmental impact; some20

waste can be sent directly to backfill sites, while others require harmless treatment at facilities
(Chu et al., 2012) and before recycling. The processing facilities differ in pollutant outputs
due to technological limitations. Carriers often prioritize convenience by selecting the nearest
facilities, regardless of environmental concerns.

The core of the recycling plan lies in scheduling the movement of trucks among three types25

of sites. To minimize costs, carriers must decide on transport modes, recycling methods,
and truck routes from production sites to backfill or processing facilities. However, these
plans are often created manually based on experience, leading to two major drawbacks: (1)
Due to the complexity of CW recycling and numerous influencing factors, manual scheduling
often results in feasible but inefficient plans (Chu et al., 2012); (2) The government’s goal30

of minimizing environmental pollution conflicts with the carrier’s objective of maximizing
revenue, leading to schedules that may not align with environmental priorities. Although the
government cannot directly control carriers’ recycling plans, it can indirectly influence them by
adjusting subsidies and treatment fees at processing facilities to promote sustainability. The
government’s subsidy scheme interact with the carrier’s recycling plan, as the two decisions35

are closely interdependent. The need to design an optimal subsidy scheme further complicates
the problem.

This study aims to address these challenges by developing an efficient and environmentally
friendly scheduling method that incorporates the government’s indirect influence through
subsidies. Penalties are not considered, as they can lead to irregularities, potentially worsening40

safety and pollution issues (Beliën et al., 2014).
The main contributions of this paper are as follows.

1) We formulate a tailored multi-vehicle minimum-cost flow model on a time-space network
to optimize the carrier’s recycling plan and maximize revenue. The model improves solu-
tion efficiency by representing site congestion through service arcs, effectively modeling45

queues. Results from a large instance show that the model can be solved by commercial
solver within a short time.
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2) We formulate a bi-level optimization model to reduce pollution through a subsidy
scheme, with the government as the leader and the carrier as the follower. The lower-
level model is a multi-vehicle minimum-cost flow model, while the upper-level model50

minimizes environmental pollution by optimizing treatment fees across different facili-
ties and truck types.

3) We develop an effective hybrid heuristic algorithm to solve the complex bi-level opti-
mization model. The algorithm employs multi-objective particle swarm optimization
(MOPSO) to explore solutions for the upper-level problem, while iteratively solving the55

lower-level problem to refine the best local optimum. It achieves a high-quality solution
with a 1.51% gap in a reasonable time of 3.76 hours.

2. Literature review

Dealing with CW is a global problem that requires a concerted effort from multiple entities.
Research can be broadly categorized into technological and managerial methods (Chen et al.,60

2024). New technologies include introducing electrical trucks and environmentally friendly
construction materials (Peña et al., 2024), etc. Section 2.1 reviews the CW recycling process
from a management perspective. Section 2.2 reviews studies that impose economic levers on
CW management and presents research gaps.

2.1. CW management scheme65

The framework of CW management can be divided into four stages: pre-construction, con-
struction, transportation, and disposal(Gálvez-Martos et al., 2018). At the pre-construction
stage, carriers need to prepare plans under the supervision of the government, such as es-
timating waste production, evaluating environmental impacts, and developing operational
plans as well as economic drivers such as subsidies, fines, and taxes. During construction, the70

main considerations are reducing waste, reusing materials, storage, and sorting. The trans-
portation process is quite important yet difficult to schedule. This stage is concerned with
transportation efficiency, traffic safety, environmental pollution, etc. The disposal stage is
mainly responsible for the harmless treatment of CW. The authorities set strict regulations
to avoid illegal disposal (Chen et al., 2024).75

CW production estimation is widely studied in construction waste management and can
be categorized into three methods: site visits (SV), generation rate calculation (GRC), and
classification system accumulation (CSA) (Lu et al., 2017). The choice of method depends on
the specific objectives and conditions. SV involves field surveys, which are realistic but costly
and difficult to replicate. GRC, the most common method, estimates CW based on waste80

generation rates for specific activities or companies. It is simple and cost-effective, but less
accurate. CSA is more detailed, quantifying different types of CW, and offers more reliable
data at a lower cost. Studies like Solís-Guzmán et al. (2009) and Llatas (2011) applied
CSA for more precise estimation, though some models are region-specific. Guerra et al.
(2020) combined 4D-BIM for estimating concrete and waste. CSA provides effective, low-cost85

information for various CW types, forming a solid foundation for optimizing construction
processes and waste management.

Transportation of construction and demolition waste is one of the most important and
expensive processes in groundwork due to the high volume of waste, time-sensitive production
rate and processing cost, and demand for heavy trucks (Aringhieri et al., 2018). Heavy90

trucks will affect the traffic operation of ordinary vehicles, inducing traffic congestion as
well as serious accidents (Esenduran et al., 2020). They also account for a large proportion of
emissions which therefore poses a great challenge to the carbon neutral and pollution reduction
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efforts (Wijnsma et al., 2023). The complexity of the transportation networks and designs
can lead to inefficient transportation.95

Optimization models for waste transportation have been extensively studied in the last
decades. Although few studies focus particularly on the transport of construction waste, re-
lated waste transport studies are informative. Wang et al. (2021) studied a reverse logistics
network for household hazardous waste and how it differs from non-hazardous and indus-
trial waste networks. They formulated a multi-objective mixed integer deterministic and100

stochastic mathematical model to minimize transport costs, and risks and maximize house-
hold convenience. Kala and Sodhi (2023) studied solid waste collection and transfer using
India as an example. They proposed two distinct vehicle routing algorithms: a simple and
fast nearest-neighbor algorithm and a mixed-integer linear programming (MILP), both could
reduce the total transportation cost significantly. Yazdani et al. (2021) proposed a simi-105

lar heuristic algorithm based on integrated simulation optimization. Travel time was used
as an objective function to optimize the route of trucks from construction sites to recycling
facilities. Tirkolaee et al. (2020) proposed a MILP based on robust optimization techniques
with total cost minimization as the objective function. The model was validated for different
problems based on real data under deterministic and uncertainty conditions. There are also110

studies focusing on the pollution cost parameters and budget constraints. Chu et al. (2012)
built a multi-commodity network flow model for the movements of trucks on the time-space
network to optimize the system cost, and designed a heuristic method to solve it. They
then performed a sensitivity analysis of fleet size, transportation cost, and scenarios to obtain
decision-making recommendations. Most studies have focused on operational efficiency and115

ignored environmental issues.

2.2. Economic leverage for CW management scheme
Economic leverage is a key method to influence carriers in waste transportation (Esenduran

et al., 2020). The EU introduced waste disposal charges in 1999, with fees for inert materials
like concrete and tiles set at 53 euros per cubic meter, while hazardous chemicals cost 86120

euros (Li et al., 2018). In Hong Kong, a waste disposal charge scheme has been in place
since 2006. A study by Hao et al. (2008) found that the scheme effectively reduced waste
production. Research on carriers’ willingness to pay for treatment fees shows that while it
exceeds current rates, it is still lower than the government’s expectations(Li et al., 2020).
Chen et al. (2024) suggested that many charging policies focus more on improving transport125

efficiency than reducing pollution, and that Hong Kong’s program may have limited long-term
impact. Elshaboury et al. (2022) noted that policies in China to reduce waste and promote
recycling have had little effect.

Compared with evaluation studies of construction waste charging programs, program de-
sign has been less studied in academia. In the case of normal operations, the government130

usually adopts incentives rather than penalties, as penalties can breed violations and lead to
more serious pollution and safety problems (Beliën et al., 2014). Several studies have exam-
ined the impact of subsidies on increasing the use of new energy vehicles and thus reducing
pollution (Cheng et al., 2022). Yuan and Wang (2014) pointed out that most regions in China
have adopted treatment fees based on experience, with very limited effects. This study is the135

first to use a system dynamics approach to simulate the basic operation and policy analysis
to determine an appropriate disposal fee scheme. Jia et al. (2017) investigated the effects of
charging mechanisms on illegal dumping, recycling, and reuse. A system dynamics approach
was used to determine a reasonable range of fees. Wijnsma et al. (2023) analyzed the effects
of domestic and international waste regulations targeting dumping and export, respectively,140

on firm incentives and compliance. They established a two-tier waste chain, with produc-
ers responsible for generating waste and operators responsible for disposing it. Zheng et al.
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(2024) developed differential game models to analyze the impact of government subsidies and
consumer reference green effects on enterprise decisions and recycling rates in the CW mar-
ket, offering insights for improving recycling efficiency and regulatory strategies. Chen et al.145

(2024) proposed a methodology for the design of charges for general construction and demo-
lition waste disposal that takes into account the behavior of carriers and the impact of waste
transportation. A mixed integer programming model for the design of charging costs was
developed to partially modify the current charging scheme to better achieve environmental
protection objectives.150

In conclusion, the studies mentioned above have different focuses and significantly advance
waste reduction and recycling efforts. However, they present several limitations: (1) Few stud-
ies simultaneously address the coordination of multiple trucks, multiple sites, and site service
capacities, leading to suboptimal solutions; (2) Existing research often overlooks greenhouse
gas emissions during transportation, which is significant in practice; (3) Most studies rely on155

system dynamics approaches to evaluate and determine treatment fee schemes, making it dif-
ficult to accurately model interactions between entities in the simulation system. In contrast,
bi-level programming can explicitly capture the satisfactory strategies of both the local gov-
ernment and carriers, enabling them to make suitable decisions respectively at equilibrium.
To bridge these gaps, we first construct a multi-vehicle minimum-cost flow model based on a160

time-space network to minimize carrier costs. Subsequently, we develop a bi-level optimiza-
tion model based on the Stackelberg game framework to optimize treatment fee schemes and
provide insights for better addressing environmental protection challenges.

The following texts of this paper are organized as follows. Section 3 introduces the move-
ments of the trucks among different types of sites and formulates the mathematical models.165

Section 4 designs a solution algorithm and evaluation metrics. The case study and conclusions
are presented in Sections 5 and 6, respectively.

3. Mathematical formulations

This section begins by outlining the assumptions and setting of the research problem.
Next, the time-space network for truck movements is introduced, which serves as the foun-170

dation for the carrier’s problem, i.e., the lower-level model. Finally, the upper-level problem,
formulated as a bi-objective model, aims to optimize the government’s strategy by minimizing
both pollution and subsidy expenditure. The complete bi-level problem is presented at the
end.

3.1. Problem statement175

We develop a bi-objective, bi-level optimization model inspired by the Stackelberg game,
where the government acts as the leader and the carrier as the follower. The government
aims to minimize pollution and subsidy expenditure, while the carrier focuses on maximizing
revenue. Since pollution levels are influenced by truck scheduling, the government guides
scheduling decisions by adjusting treatment fees. The structure of the bi-level model is illus-180

trated in Fig. 1.

Figure 1: The structure of bi-level model.
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Figure 2: Time-space network G.

We consider both the E electrical fleets Fe = {V1, ...,VE} and D diesel fleets Fd =
{VE+1, ...,VE+D}, where the number of truck in each fleet v ∈ Fe ∪ Fd is represented Nv.
Due to policy restrictions, each truck is owned by a dedicated driver and operates for only
one planning period before resting, with no need for charging within that planning period. We185

develop the truck movements across different sites and periods as flows in a time-space network
G = {N ,A}, where N is a set of nodes and A is a set of directed arcs on the network as shown
in Fig. 2. Node set includes three types within the system: processing facilities P = {1, ..., P},
production sites S = {P +1, ..., P +S}, and backfill sites D = {P +S+1, ..., P +S+D}, with
the total number is S, P , and D respectively. We consider one depot, represented as the set190

{0}. The planning period T = {0, 1, ..., T}, where T represents the number of time intervals,
∆t represents time interval. To facilitate the mathematical formulation of the model, we
define the virtual planning period T = {−1, ...,−T}, where T is a given integer. Each node
ni,t ∈ N represents site i ∈ {0} ∪ P ∪ S ∪ D in period t ∈ T ∪ T . We assume that truck
take ri,j time intervals to travel from area i to area j for i, j ∈ {0} ∪ P ∪ S ∪ D. The flow on195

the directed arc (ni,t−ri,j , nj,t) ∈ A represents the number of truck moving from node ni,t−ri,j

to node nj,t for i, j ∈ {0} ∪ P ∪ S ∪ D and t ∈ T ∪ T . Based on the real-world situation,
we categorize the truck movements between two nodes into three categories, i.e., fully loaded
arcs, deadheading arcs, and service arcs. They are defined as follows.

Definition 1 (Fully loaded arc). A fully loaded arc (ni,t−ri,j , nj,t) ∈ Af represents the trip200

that trucks loaded with waste at node ni,t−ri,j move to node nj,t to get unloaded, t ∈ T ,
i, j ∈ {0} ∪ P ∪ S ∪ D.

Specifically, fully loaded arcs include three categories depending on the conditions i, j: 1)
i ∈ S, j ∈ D, trucks transport waste from production sites to backfill sites; 2) i ∈ S, j ∈ P ,
trucks transport waste from production sites to processing facilities for harmless treatment205

or storage, etc; 3) i ∈ P , j ∈ D, when waste generated from production sites is not sufficient
to meet the needs of backfill sites, trucks will transport waste from processing facilities to
backfill sites for pit filling.

Definition 2 (Deadheading arc). A deadheading arc (ni,t−ri,j , nj,t) ∈ Ad represents the trip
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in which trucks travel from node ni,t−ri,j to node nj,t in empty, t ∈ T , i, j ∈ {0} ∪ P ∪ S ∪D.210

Specifically, deadheading arcs include four categories depending on the conditions i, j: 1)
i ∈ {0}, j ∈ P ∪ S, at the beginning of the planning period, the trucks travel from the depot
to production sites or processing facilities to load waste; 2) i ∈ P ∪ D, j ∈ {0}, at the end of
the planning period, trucks travel from backfill sites or processing facilities to the depot for
rest; 3) i ∈ D, j ∈ P ∪S, trucks travel to production sites or processing facilities to load waste215

after unloading at backfill sites; 4) i ∈ P , j ∈ S, similar to above, trucks travel to production
sites to load waste after unloading at processing facilities.

Definition 3 (Service arc). A service arc (ni,t1 , ni,t2) ∈ As represents the waiting phase in
which trucks arrive at node ni,t1 and then moves to node ni,t2, i ∈ {0}∪P ∪S ∪D, t1, t2 ∈ T .
In other words, the trucks stay at site i for one time intervals ∆t.220

Upon arrival, trucks queue, load (or unload), check, clean, and then depart. The total
service time depends on the site’s capacity. For simplicity, we assume the service time is a
time interval ∆t, which is typically longer than the actual service time, providing a buffer
for travel and delays. Similar assumptions are used in transportation planning (Carey and
McCartney, 2003). Thus, the service arc (ni,t−1, ni,t) ∈ As represents the waiting phase where225

trucks arrive at node ni,t−1, stay for ∆t, and then depart from node ni,t, with i ∈ P ∪ S ∪ D
and t ∈ T .

Except for the three types of arcs mentioned, all other arcs in A have a flow of 0, rep-
resented as the set A0. We define I = {f, d, s, 0}, so that A = ∪∀e∈IAe and Ae1 ∩ Ae2 = ∅
for e1 ̸= e2, e1, e2 ∈ I. We then formulate an integer programming problem based on the230

time-space network in Fig. 2 to minimize the carrier’s cost.

3.2. The strategy of the carrier
In this section, we formulate a model based on the time-space network G to minimize

the carrier’s cost (or equivalently, maximize revenue), with three components: 1) Fixed cost,
where C0,v is the fixed cost per truck in fleet v ∈ Fe ∪ Fd, covering the driver’s salary, truck235

maintenance, etc. (Beliën et al., 2014). 2) Travel cost, where C1,v is the average cost per
truck in fleet v for traveling one time interval ∆t, mainly covering fuel or electricity costs. 3)
Revenue from waste transport, with a unit price of C2 CNY per tonne. However, if the waste
is sent to processing facilities, the carrier incurs an additional treatment fee, which is either
a fixed market price y′ or a variable fee, discussed in Section 3.3.2. The task volume for each240

planning period is known in advance, and CW accumulation costs on-site are excluded.
We define decision variable xi,j,v,t as the flow of fleet v ∈ Fe ∪ Fd from node ni,t ∈

N to another node nj,t+ri,j ∈ N at time t ∈ T ∪ T . All of the notations are shown in
Appendix Appendix A, and the mathematical model is as follows:

[M1]
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Min f(x) =

fixed cost︷ ︸︸ ︷∑
v∈Fe∪Fd

∑
j∈P∪S∪D

∑
t∈T

C0,vx0,j,v,t

+

travel cost︷ ︸︸ ︷∑
v∈Fe∪Fd

∑
i∈P∪S∪D

∑
j∈P∪S∪D

∑
t∈T

C1,vri,jxi,j,v,t

−

revenue from transporting CW︷ ︸︸ ︷
(

∑
v∈Fe∪Fd

∑
i∈S∪P

∑
j∈D

∑
t∈T

C2Qvxi,j,v,t +
∑

v∈Fe∪Fd

∑
i∈S

∑
j∈P

∑
t∈T

(C2 − y′)Qvxi,j,v,t)/1, 000;

(1)
Subject to:∑

j∈P∪S∪D

∑
t∈T

x0,j,v,t ≤ Nv, ∀v ∈ Fe ∪ Fd; (2)

∑
j∈P∪S∪D

∑
t∈T

x0,j,v,t −
∑

i∈P∪S∪D

∑
t∈T

xi,0,v,t = 0, ∀v ∈ Fe ∪ Fd; (3)

∑
i∈{0}∪P∪S∪D

xi,j,v,t−ri,j−1 −
∑

i∈{0}∪P∪S∪D

xj,i,v,t = 0, ∀j ∈ P ∪ S ∪ D, ∀v ∈ Fe ∪ Fd, ∀t ∈ T ;

(4)∑
i∈{0}∪P∪S∪D

∑
v∈Fe∪Fd

xi,j,v,t−ri,j ≤ Bj , ∀j ∈ P ∪ S ∪ D, ∀t ∈ T ; (5)

∑
j∈P∪D

∑
v∈Fe∪Fd

∑
t∈T

Qvxi,j,v,t/1, 000 ≥ qsi, ∀i ∈ S; (6)

∑
j∈P∪D

∑
v∈Fe∪Fd

∑
t∈T

Qvxi,j,v,t/1, 000 < (1 + ϵ2)qsi, ∀i ∈ S; (7)

∑
i∈P∪S

∑
v∈Fe∪Fd

∑
t∈T

Qvxi,j,v,t/1, 000 ≥ qdj , ∀j ∈ D; (8)

∑
i∈P∪S

∑
v∈Fe∪Fd

∑
t∈T

Qvxi,j,v,t/1, 000 < (1 + ϵ2)qdj , ∀j ∈ D; (9)

xi,j,v,t = 0, ∀i ∈ {0} ∪ P ∪ S ∪ D, ∀j ∈ {0} ∪ P ∪ S ∪ D, ∀v ∈ Fe ∪ Fd, ∀t ∈ T ; (10)
xi,j,v,t = 0, ∃H ∈ {{0},P,S,D}, ∀i, j ∈ H, ∀v ∈ Fe ∪ Fd, ∀t ∈ T ; (11)
xi,j,v,t ∈ {0, 1, ..., Bj}, ∀i, j ∈ {0} ∪ P ∪ S ∪D, ∀v ∈ Fe ∪ Fd, ∀t ∈ T ∪ T . (12)

Constraint (2) ensures that the total number of trucks traveling from the depot to the245

sites is less than the total number of trucks in the fleet. Constraint (3) ensures that the num-
ber of trucks traveling from the depot equals the number of trucks returning to the depot.
Constraint (4) indicates that the node flow is conserved. Constraint (5) restricts the maxi-
mum number of trucks arriving at a site simultaneously to avoid congestion. Constraints (6)
and (7) ensure that the CW generated from each production site is transported, where ϵ2250

is a smaller number. Constraints (8) and (9) ensure that the needs of each backfill site are
met. Constraints (10) and (11) filter infeasible transport arcs. Constraint (12) is an integer
constraint that the upper flow limit should be equal to the operating capacity of the operating
area. Solving the model [M1] generates an efficient scheduling for the carrier.

3.3. The strategy of the government255

The cost objective for subsidizing is straightforward. We first demonstrate how the pollu-
tion related objective is computed in Section 3.3.1 and present the full multi-objective bi-level
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model in Section 3.3.2.

3.3.1. Calculate method of pollution
Pollution from CW transportation consists of two components: emissions from diesel260

trucks during transportation and pollution from waste treatment at processing facilities. To
improve realism, truck emissions are typically estimated using the Comprehensive Modal
Emissions Model (CMEM) (Demir et al., 2014). Based on this model, the Fuel Consumption
Rate (FCR) is given by:

FCR =
ξ(kNV + P0/η)

κ
, (13)

where ξ is the fuel-to-air mass ratio, k is the engine friction factor, N and V denote the265

engine speed and engine displacement, respectively. The parameters η and κ are constants
representing efficiency and the heating value, respectively. P0 is the second-by-second engine
power output (in kilowatts) and can be calculated as:

P0 =
Pt

ηt
+ Pa, (14)

where ηt denotes the truck drive train efficiency, and Pa is the engine power requirement
associated with the operating losses of the engine and the operation of truck accessories (e.g.,270

air conditioning). Pa is typically assumed to be 0 (Demir et al., 2011). Pt represents the total
traction force, which is the force generated by the friction between the truck tires and the
road surface. Pt can be calculated as follows:

Pt =
(Mvτ +Mvgsinδ + 0.5faφAu+Mvgfrcosδ)u

1, 000
, (15)

where Mv is the truck’s total weight in feet v ∈ Fe ∪ Fd, including both the unloaded weight
(Qv) and rated load (Qv). τ is acceleration, g is gravitational acceleration, and δ is the275

road angle. The coefficients fa and fr represent aerodynamic drag and rolling resistance,
respectively. φ is air density, and A is the truck’s frontal area. u is the truck’s speed. For
simplicity, Demir et al. (2014) defines λ = ξ

κθ , γ = 1
1,000ηtη

, α = τ + g sin δ + gfr cos δ, and
β = 0.5fdφA, where θ is the fuel conversion factor from gram

s to liter
s , and ξ is typically

assumed to be 1 (Demir et al., 2011). Thus, the pollution index (Fuel Consumption, FC) for280

a diesel truck v ∈ Fd over a distance d is a function of speed u and total weight M = Qv+Qv:

FC(u,M) =
λ(kNV +Qvγαu+Qvγαu+ βγu3)d

u
, ∀v ∈ Fd. (16)

Pollution from processing facilities primarily depends on the facility’s capacity and the
volume of CW processed. The pollution generated by the harmless treatment of one tonne of
CW at a facility j ∈ P is defined by the pollution factor hj . Therefore, the pollution index
for processing a truckload of CW from fleet v ∈ Fe ∪ Fd at facility j ∈ P is expressed as:285

HTC = hjQv, ∀j ∈ P , ∀v ∈ Fe ∪ Fd. (17)

3.3.2. Mathematical formulation
The objective of the upper-level problem is to minimize pollution induced by CW transport

and processing while minimizing the subsidy from the government. The compound objective
function could be derived from (16) and (17). The lower-level problem corresponds to [M1].
The decision variables for the upper-level problem are yj,vs, representing the treatment fee290

for the harmless treatment per ton of CW carried by fleet v ∈ Fe ∪ Fd at processing facility
j ∈ P . They form input parameters to the lower-level problem. The decision variable for the
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lower-level problem is xi,j,v,t, and the optimal solution for the lower-level problem is denoted
by x′i,j,v,t, i, j ∈ {0} ∪ P ∪ S ∪D, v ∈ Fe ∪ Fd, t ∈ T ∪ T . The bi-level program is given by:

[M2]

Min F1(x
′|y) =

∑
i∈P∪S∪D

∑
j∈P∪S∪D

∑
v∈Fd

∑
t∈T

kNV λdi,jx
′
i,j,v,t/u

+
∑

i∈P∪S∪D

∑
j∈P∪S∪D

∑
v∈Fd

∑
t∈T

Qvγλαi,jdi,jx
′
i,j,v,t

+ (
∑
i∈S

∑
j∈P∪D

∑
v∈Fd

∑
t∈T

Qvγλαi,jdi,jx
′
i,j,v,t +

∑
i∈P

∑
j∈D

∑
v∈Fd

∑
t∈T

Qvγλαi,jdi,jx
′
i,j,v,t)

+
∑

i∈P∪S∪D

∑
j∈P∪S∪D

∑
v∈Fd

∑
t∈T

βγλdi,jx
′
i,j,v,tu

2

+
∑
i∈S

∑
j∈P

∑
v∈Fe∪Fd

∑
t∈T

hjQvx
′
i,j,v,t;

(18)
Subject to:

yj,v ≥ PL, ∀j ∈ P , ∀v ∈ Fe ∪ Fd; (19)
yj,v ≤ PU, ∀j ∈ P , ∀v ∈ Fe ∪ Fd; (20)

where

x′ ∈ argmin{f ′(x,y) =
∑

v∈Fe∪Fd

∑
j∈P∪S∪D

∑
t∈T

C0,vx0,j,v,t

+
∑

v∈Fe∪Fd

∑
i∈P∪S∪D

∑
j∈P∪S∪D

∑
t∈T

C1,vri,jxi,j,v,t

−
∑

v∈Fe∪Fd

∑
i∈S∪P

∑
j∈D

∑
t∈T

C2Qvxi,j,v,t

−
∑

v∈Fe∪Fd

∑
i∈S

∑
j∈P

∑
t∈T

(C2 − yj,v)Qvxi,j,v,t};

(21)

Subject to:
Constraints (2)-(12).

Constraint (19) limits the treatment fee to the government’s budget, with PL representing295

the minimum acceptable price. Constraint (20) sets the maximum price, PU , acceptable to
the carrier; exceeding this may lead to illegal shipment or processing risks (Beliën et al., 2014).
Constraint (21) minimizes the carrier’s costs, derived from function (1) by replacing y′ with
the variable yj,v, j ∈ P , v ∈ Fe ∪ Fd. Model [M2] has the following property:

Property 1. As subsidy
∑

v∈Fe∪Fd

∑
i∈S

∑
j∈P

∑
t∈T yj,vQvxi,j,v,t increases, the objective of300

model [M2] is non-increasing.

Property 2. The objective of [M2] has a natural lower bound, e.g., pollution will not be less
than 0.

The proofs are omitted because they are straightforward. Property 1 shows that the
government can reduce pollution by increasing the subsidy investment. However, Property 2305

indicates that beyond a certain subsidy level, further increases do not result in additional
pollution reduction, leading to multiple optimal solutions for [M2]. Since the government
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aims to minimize pollution with the least subsidy investment, we introduce a second objective
function to minimize the subsidy. When processing facility j ∈ P treats a load of waste from
fleet v ∈ Fe ∪ Fd, the carrier should pay the government treatment fee:310

CWTF = yj,vQv, ∀j ∈ P , ∀v ∈ Fe ∪ Fd. (22)

To simplify the mathematical formulation, let CWTF represent the government’s revenue
from the harmless treatment of one tonne of waste, which is inversely proportional to the
subsidy investment. Accordingly, the multi-objective bi-level model is formulated as follows:

[M3]

Min F2(x,y) = −
∑
i∈S

∑
j∈P

∑
v∈Fe∪Fd

∑
t∈T

yj,vQvx
′
i,j,v,t; (23)

Subject to:
F1(x

′|y) = F1(x
∗
M2); (24)

Constraints (19)− (20);
where

x′ ∈ argmin{f ′(x,y)}; (25)
Subject to:

Constraints (2)-(12).

The objective function (23) minimizes the subsidy investment of the government. The
function F1(·) in constraint (24) is derived from objective function (18), where x∗

M2 represents315

the optimal solution of x∗ acquired by solving [M2], and F1(x
∗
M2) is optimal value for [M2].

Therefore, constraint (24) ensures that the total pollution must be minimized. Constraint (25)
is identical to constraint (21). Solving model [M3] yields the economical and environmentally
friendly scheduling.

4. Solution approach320

Section 4.1 outlines a hybrid approach to address the multi-objective bi-level optimization
model [M3]. The method for calculating the model gap is detailed in Section 4.2.

4.1. Solution algorithm
4.1.1. Global framework

For the model [M1], a commercial solver is used. For the model [M3], the hybrid approach325

combines a multi-objective particle swarm optimization (MOPSO) to search for the solution
to the upper-level problem and a commercial solver to solve the lower-level problem. We first
define the total number of fleets V (i.e., V = E+D). The hybrid approach begins by randomly
initializing a particle swarm of K particles yk = (yk1,1, . . . , y

k
1,V , y

k
2,1, . . . , y

k
j,v, . . . , y

k
P,V ), k =

1, . . . ,K, representing the treatment fee set by government at processing facility j ∈ P for330

truck fleet v ∈ Fe ∪ Fd. Meanwhile, randomly initialize the corresponding velocity µk =
(µk

1,1, . . . , µ
k
1,V , µ

k
2,1, . . . , µ

k
j,v, . . . , µ

k
P,V ) of each particle yk. We input each yk into the lower-

level problem of [M3] to obtain a solution xk, where x represents the vector of all decision
variables of the lower-level problem. The pseudocode outlines the steps of the proposed hybrid
approach as follows:335

Line 4 of Algorithm 1 requires a repair routine that projects any ykj,v ∈ yk to PL or PU if
it violates constraint (19) or (20). The velocity of the particle is then updated by applying a
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Algorithm 1 Pseudocode of the Hybrid Approach
1: Initialize a particle swarm of K particles yk = (yk1,1, . . . , y

k
1,V , y

k
2,1, . . . , y

k
j,v, . . . , y

k
P,V ), ve-

locity µk = (µk
1,1, . . . , µ

k
1,V , µ

k
2,1, . . . , µ

k
j,v, . . . , µ

k
P,V ), k = 1, . . . ,K, j ∈ P , v ∈ Fe ∪ Fd

2: repeat
3: for k = 1 to K do
4: Repair yk to satisfy constraints (19) and (20), retaining each ykj,v to five decimal

digits
5: Input yk into the lower level problem and solve it using solver to obtain xk

6: Compute F1(x
k) and F2(x

k,yk) for each (xk,yk)
7: Update yk using MOPSO (introduced in Section 4.1.2)
8: end for
9: until G iterations are completed

10: Output: (xk,yk) with the best F1(x
k)

negative sign, prompting the particle to search in the opposite direction. Since the treatment
fee must be a fixed value in practice, even though ykj,v is treated as a continuous variable in
the model, it is truncated to five decimal places after initialization or updating.340

4.1.2. Upper-level search based on MOPSO
The upper constraint (24) of model [M3] can create challenges in generating feasible

solutions yk, k = 1, . . . ,K, since it represents the objective of minimizing pollution in the
upper-level problem. To address this, we treat functions F1 and F2 as the primary and
secondary objective functions, respectively. Previous experiments have shown that heuristic345

methods designed for single-objective optimization often focus solely on the primary objective
function F1, largely ignoring F2. To overcome this, we initially assign equal priority to both
F1 and F2 and use MOPSO to identify the Pareto optimal solution set. Afterward, we select
the solution with the minimum value of F1 from this set as the final high-quality solution.
This approach ensures that the solution converges toward the objectives of both F1 and F2.350

Line 6 of Algorithm 1 calculates xk, yk, F1(x
k), and F2(x

k,yk). Here, yk is a particle
in MOPSO, while F1(x

k) and F2(x
k,yk) represent the fitness values corresponding to the

two objective functions for the current xk and yk. MOPSO iteratively adjusts the particles
to move toward optimal positions. The velocity µk of each particle is influenced by both
its personal best position (ybestk) and the position of the global best particle (gbestk).355

The global best selection mechanism follows the approach by Coello et al. (2004), with the
main steps summarized as follows: (1) Define three arrays: EAY , EAF1, and EAF2, each of
length M , to store the positions of Pareto optimal particles and their corresponding objective
function values F1 and F2, respectively. (2) Divide the objective space into hypercubes by
creating a grid with HQ = m×m cells. Each hypercube represents a region, and the particle360

density in each region is used to calculate its distribution. (3) Use a roulette-wheel mechanism
to select a global best particle (gbestk) from EAY . Particles in less populated hypercubes are
given higher selection probabilities, ensuring that under-explored regions are prioritized (e.g.,
selecting EAY q[i] at iteration q). (4) If the number of Pareto solutions exceeds the length
of EAY , particles in densely populated hypercubes are more likely to be deleted, preserving365

diversity in the repository. For additional technical details, refer to Coello et al. (2004).
In any iteration q, the velocity component µk,q

j,v of the particle yk is updated according to
the following equation (Kennedy and Eberhart, 1995):

µk,q
j,v = ω0µ

k,q−1
j,v + ω1R1(pbest

k
j,v − yk,q−1

j,v ) + ω2R2(gbestj,v − yk,q−1
j,v ), (26)
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where ω0 represents the inertia weight, ω1 and ω2 represent cognitive and social percep-
tual parameters; R1 and R2 are random numbers uniformly distributed in the interval [0,1];370

gbestj,v = EAY [i]j,v, i ∈ {1, . . . ,M}. The new position of particle yk at iteration q is calcu-
lated using the following equation (Kennedy and Eberhart, 1995):

yk,q = yk,q−1 + µk,q. (27)

Particle swarm optimization converges quickly and easily falls into local optimal solutions,
so we introduce random perturbations into the algorithm based on study Soares et al. (2020).
If the solution does not change after G′ iterations, the algorithm introduces perturbations with375

probability pm, enhancing the exploration capability of the particles. Specifically, for each
particle yk, after being updated by Eq. (27) and before being repaired (Line 4 in Algorithm 1),
a perturbation ε is applied within the range [−σ (PU − PL) , σ (PU − PL)] , i.e., yk,qj,v ← yk,qj,v +
ε. The algorithm terminates when the difference between objective function values from two
consecutive iterations falls below a specified threshold ϵ1, In other words, the following two380

inequalities are satisfied:

EAF q
1 [index]− EAF q−1

1 [index]

EAF q
1 [index]

< ϵ1, (28)

EAF q
2 [index]− EAF q−1

2 [index]

EAF q
2 [index]

< ϵ1, (29)

where EAF q
1 [index] = min{EAF q

1 [1], . . . , EAF q
1 [M ]}, EAF q

2 [index] is optimal under the con-
dition that EAF q

1 [index] is guaranteed to be optimal.

4.1.3. Accelerated lower-level problem solving385

The time-space network graph G is a complete graph with an exponential number of edges
(Fig. 2), which places a significant memory burden on the computer. However, most edges in
the graph have a value of 0. For instance, a truck does not travel from sites in P to other sites
in P, from S to S, or from D to D; likewise, a production site i ∈ S only transports waste to
a limited number of backfill sites j ∈ D, or possibly just one. By removing these impossible390

edges (those with a flow rate of 0) from the decision variable vector x, the model size is
greatly reduced. This reduction allows the commercial solver to provide an exact solution in
a reasonable amount of time.

It is important to note that for each yk, there may be multiple possible solutions for
xk. However, in practice, the carrier is indifferent to pollution and tends to select an xk395

randomly (Liu et al., 2019). This randomness may lead to sub-optimal values for F1(x
k)

and F2(x
k,yk), which can influence the MOPSO algorithm when updating the particle posi-

tions (Soares et al., 2020). Therefore, incorporating a random selection strategy can enhance
the robustness of the model. Section 5.2 discusses the accuracy of the proposed method.

4.2. Gap estimation and algorithmic evaluation400

The upper and lower bounds of the model cannot be directly determined by the proposed
hybrid approach and require further discussion. This section provides a detailed analysis
of the upper and lower bounds of pollution and defines the utilization rate of government
subsidies.
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4.2.1. Gap of pollution index405

We define x∗
M1 as the optimal solution of model [M1], which focuses on the carrier’s

revenue while ignoring environmental pollution. The following proposition holds:

Proposition 1. F1(x
∗
M1) is the upper bound of the pollution index F1 in model [M3].

Proof. Since x∗
M1 is the optimal solution of model [M1], it is also a feasible solution for

model [M3]. Therefore, F1(x
∗
M1) serves as an upper bound for the pollution index in model410

[M3].

F1(x
∗
M1) can be interpreted as the pollution generated by the carrier while transporting

CW without any subsidy measures. Therefore, the rate of pollution reduction (RoPR) can
be expressed as the gap between F1(x

∗
M3) and F1(x

∗
M1):

RoPR =
F1(x

∗
M1)− F1(x

∗
M3)

F1(x∗
M1)

× 100%, (30)

where x∗
M3 represents the solution obtained by solving model [M3] using the proposed hybrid415

approach. If we require x to be feasible rather than optimal, we can relax the bi-level model
[M2] into a single-level model, known as the high point problem (Moore and Bard, 1990):

[M2-HPR]
minF1(x) (31)
subject to:

Constraints (2)− (12), (19), (20).

We define x∗
HPR represents the optimal solution of model [M2-HPR]. The following

proposition holds:

Proposition 2. F1(x
∗
HPR) is the lower bound of F1 in model [M3].420

Proof. F1(x
∗
HPR) is the lower bound that can be interpreted from two perspectives: 1) model

[M2-HPR] is a relaxation of model [M2]. 2) The objective function (31) and constraints (2)-
(12) do not contain the decision variable y, so constraints (19) and (20) can be removed
from the model [M2-HPR]. Observing models [M2-HPR] and [M1], we can see that they
represent the truck schedule developed by the carrier and the government under the same425

operating conditions, respectively.

Therefore, the GAP of the objective function F1 in model [M3] is calculated as follows:

GAP_F1 =
F1(x

∗
M3)− F1(x

∗
HPR)

F1(x∗
HPR)

× 100%, (32)

4.2.2. Effective subsidy rate of government
To reduce pollution, the carrier needs to change trucks’ schedules. This will result in

additional transportation costs, which should be compensated by the government. Although430

higher subsidies initially reduce pollution, their effect diminishes with further increases, even-
tually only raising the carrier’s revenue. The following formula measures the relationship
between the carrier’s and the government’s revenue with subsidizing:

|F2(x
∗
M3)− F2(x

∗
M1)| = |f ′(x∗

M3,y
∗
M3)− f(x∗

M1)|+ ES, (33)

where the terms −f(x∗
M1) and −F2(x

∗
M1) represent the carrier’s and the government’s rev-

enue, respectively, without any subsidy. These values are derived from solving model [M1].435
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Figure 3: Frequency distribution of trucks held by carriers

When high-quality subsidies are applied (corresponding to model [M3]), the revenues of
the carrier and government are −f ′(x∗

M3,y
∗
M3) and −F2(x

∗
M3), respectively. Therefore,

|F2(x
∗
M3) − F2(x

∗
M1)|, |f ′(x∗

M3,y
∗
M3) − f(x∗

M1)|, ES represent the government subsidy, in-
effective subsidy (i.e., increase in the carrier’s revenue), and effective subsidy, respectively.

To avoid ineffective subsidies, we define the Effective Subsidy Rate (ESR) as an index to440

evaluate the performance of model [M3] in achieving the objective function F2. The ESR
ranges from (0, 1], with values closer to 1 indicating a more effective subsidy scheme. The
ESR is defined as follows:

ESR =
ES

|F2(x∗
M3)− F2(x∗

M1)|
× 100%

=
|F2(x

∗
M3)− F2(x

∗
M1)| − |f ′(x∗

M3,y
∗
M3)− f(x∗

M1)|
|F2(x∗

M3)− F2(x∗
M1)|

× 100%.

(34)

5. Case study in Chengdu

5.1. Experiment settings445

We conduct numerical experiments using real data from Chengdu. Chengdu is one of
China’s new first-tier cities with a resident population of over 20 million. Currently, there
are more than 15,000 trucks in Chengdu city. Fig. 3 shows the frequency distribution of the
number of trucks owned by enterprises, with most enterprises owning fewer than 100 trucks.
According to study Han et al. (2023), we consider a large case of 240 trucks that serves 30 sites450

in Longquanyi District, Chengdu (see Fig. 4), including 17 production sites, 10 backfill sites,
and 3 processing facilities. We review government statistical reports and interview the carrier
to collect the parameters for the experiment. There are mainly 4 sets of parameters in use, i.e.,
travel time-related, cost-related parameters, pollution-related, and hybrid approach-related.
The values of these parameters are depicted in Appendix Appendix B and are explained455

below:
The distance d between each site is obtained via the AMap (2024). We take a planning

period of 10 hours with a time interval ∆t = 10 minutes, resulting in T = 60 planning
periods. It is difficult to accurately measure the traveling time between sites due to the
uncertainty of traffic conditions on the road, so it is usually approximated by the average460

state in practice (Chu et al., 2012; Yazdani et al., 2021). The average speed of a truck
traveling in Chengdu is set as u = 30 kilometer per hour. Therefore, the travel time between
sites is calculated as ri,j =

di,j
u minutes, i, j ∈ {0} ∪ P ∪ S ∪ D. To ensure sufficient time

redundancy, we set the traveling time as an integer multiple of the time interval ∆t and
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round upwards, i.e. ri,j =
⌈
ri,j
∆t

⌉
, so the number of planning periods is now approximately465

T = max{ri,j} + 1, i, j ∈ {0} ∪ P ∪ S ∪ D. The time to load/unload a truck load of CW is
usually 2-5 minutes, depending on the uncertain operating conditions. By Chu et al., we set
the maximum number of load/unload operations per time interval ∆t at the production site,
backfill site, and processing facility to 2, 3, and 3, respectively.

We consider both diesel and electrical truck fleets. Han et al. (2023) explores the cost470

components of trucks in detail. For a diesel truck with an age of 5 years, fixed cost =
purchase cost + maintenance cost - residual value = 987,000 + 149,000 - 185,000 = 951,000
CNY, then the average daily fixed cost = 951,000/365/5 = 521 CNY. Adding the driver’s
salary, we set the fixed cost of the daily operation of diesel trucks as C0,v = 750 CNY, v ∈ Fd.
For an electrical truck, the purchase cost, maintenance cost, and residual value during the475

operation period of 5 years are 521,000, 196,000, and 100,000 CNY, respectively. The driver’s
salary is the same as that of the diesel truck, so the daily fixed cost of the electrical truck
is calculated as C0,v = 550 CNY, v ∈ Fe. The diesel price in Chengdu city is 7.8 CNY per
liter, and the truck consumes 50 liters of fuel for 100 kilometers, so the cost of traveling
for a time interval ∆t is calculated as C1,v = 19.5 CNY, v ∈ Fd. The night-time price of480

electricity is 0.4 CNY per kilowatt hour (kWh), while the daytime price is 1.5 CNY per
kWh. We therefore take the average price of electricity as 0.95 CNY per kWh. The electrical
truck consumes 200 kWh for 100 kilometers, so the cost of traveling for a time interval ∆t
is calculated as C1,v = 9.5 CNY, v ∈ Fe. The transport price and treatment fee of CW
are dynamically adjusted in practice, and there are no robust pricing standards in Chengdu.485

Through consultation with practitioners in the construction industry, it is known that the
average transport price of CW is 20-30 CNY per tonne, and the treatment fee is 3-7 CNY
per tonne. Therefore, we set the transport price C2 = 25 CNY per tonne, and the market
price for treatment fee y′ = 5 CNY per tonne. The volume of CW produced is difficult to
obtain, so we make reasonable assumptions based on publicly available data. According to the490

government statistics report (Chengdu Urban Management Committee and CAUPD, 2024),
the Longquanyi District in Chengdu City produces approximately 180,000 tonnes of CW per
day, with each production site generating an average of 900 tonnes of CW. Therefore, we set
the daily production and backfill from construction sites as a normal distribution with a mean
of 900 and a standard deviation of 100.495

For further details on the parameters of electric and diesel trucks, refer to Truck Home
(2024a) and Truck Home (2024b), respectively. Emission model parameters are from Barth
et al. (2005) and presented in Table B1. We assume the acceleration τ and road angle δ are
both 0 based on regional traffic conditions(Barth et al., 2005; Demir et al., 2011). Through
consultation with practitioners in the construction industry, we set up three processing facil-500

ities to treat one tonne of CW resulting in pollution indices of h1 = 0.2, h2 = 0.4, h3 = 0.6
respectively.

After a large number of repeated experiments, we found that the following values of the
parameters will lead to quick convergence. ω0 = 0.8, ω1 = 0.1, ω2 = 0.1,M = 200,m =
10, pm = 0.2, G′ = 3, σ = 0.2, ϵ = 0.001. The number of particles K = 40. The upper-level505

objective function will not further improve usually after 20 iterations.

5.2. Computational performance
According to the parameter settings in Section 5.1, the lower level model [M1] contains

77,556 integer variables and 5,548 constraints. We implement the proposed hybrid approach
on a laptop equipped with Intel(R) Core(TM) i9-10850K CPU at 3.6 GHz and 128 GB of510

RAM on a Windows 11 64-bit OS. We then discuss the model’s performance for government
and carrier separately.
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Figure 4: The location of sites.

Figure 5: The variations of model gap with run time. Ten repetitions of the experiment for model [M1].

5.2.1. Optimal strategy of the carrier
We solve model [M1] using the Gurobi solver (Gurobi Optimization, LLC, 2024), setting

a time limit of 600 seconds. To assess the model’s performance, we run 10 randomized515

experiments, with the results illustrating the variation of the model gap over time, as shown
in Fig. 5. We observe that a high-quality solution (with a gap of less than 1%) can be
obtained quickly, typically within 15 seconds. This is because the optimal solution of the
original problem is close to the optimal solution of its linear relaxation. However, achieving
a solution with a gap of less than 0.1% proves to be more time-consuming.520

In the experiment, we set the random seed to 42 and aim for a gap of less than 0.5%. The
results are presented in Table 1. In this scenario, the total amount of CW at the production
sites exceeds the demand at the backfill sites. As a result, trucks are tasked with transporting
waste from the production sites to the processing facilities and backfill sites, but not from the
processing facilities to the backfill sites. A total of 105 trucks are in operation, consisting of 1525

electric truck and 104 diesel trucks. As mentioned in Section 3, the carrier prefers using diesel
trucks to minimize costs. The electric truck is only deployed when the diesel trucks reach full
capacity.

Although the ideal method for evaluating the model’s performance would involve compar-
ing its results to current practices, complete real-world data is not available. Based on the530

analysis in Section 5.1, we estimate that the carrier requires 240 trucks to complete the trans-
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Table 1: Results of model [M1]

Parameters Values
Objective value: cost of the carrier (CNY) -230,242.50
Gap 0.37%
Runtime (second) 45
Revenue of government (CNY) 35,375.00
Pollution index 11,723.23
Number of electrical trucks 1
Number of diesel trucks 104
Transport volume of electrical trucks (tonne) 70
Transport volume of diesel trucks (tonne) 15,570
Transport volume from S to P (tonne) 7,075
Transport volume from S to D (tonne) 8,565
Transport volume from P to D (tonne) 0
Total volume of CW (tonne) 15,640

Figure 6: The Pareto optimal solution set of [M3].

portation task. In contrast, the proposed approach only requires 105 trucks. This suggests
that our method enhances transportation efficiency by 2 to 3 times.

5.2.2. Optimal strategy of the government
To assess the solution quality for model [M3], we begin by solving model [M2-HPR] using535

the Gurobi solver. The solution of the high-point model represents the system’s performance if
all truck schedules are coordinated by the government. Under identical transportation tasks,
the results in Table 2 show a 30.54% reduction in the pollution index (11,723.23−8,142.39

11,723.23 ×
100% = 30.54%) in the HPR compared to model [M1]. However, this improvement in
pollution control comes at a significant cost: the carrier’s revenue decreases substantially,540

from 230,242.50 CNY to 160,994.00 CNY.
We then apply the proposed method to solve model [M3]. In each run, we solve 800

integer programming subproblems (40 particles × 20 iterations). We set a GAP of 1% for
each subproblem, and the total running time for the proposed method is 13,536 seconds
(approximately 3.76 hours). Given that each planning period spans 10 hours, this solution545

time is acceptable. Fig. 6 illustrates the Pareto solution set of model [M3]. An interesting
“jump” phenomenon is observed, where few feasible and Pareto optimal solutions for the
pollution index lie in the interval [8500, 9500]. This occurs when the subsidy amount is
insufficient to cover the additional cost of using electric trucks, leading the carrier to favor
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Table 2: Results of model [M2-HPR]

Parameters Values
Objective value: pollution index 8,142.39
Gap 0.43%
Runtime (second) 58
Revenue of carrier (CNY) 160,994
Revenue of government (CNY) 35,175
Number of electrical trucks 30
Number of diesel trucks 210
Transport volume of electrical trucks (tonne) 2,790
Transport volume of diesel trucks (tonne) 12,825
Transport volume from S to P 7,035
Transport volume from S to D 8,580
Transport volume from P to D 0
Total volume of CW (tonne) 15,615

diesel trucks. However, once the subsidy surpasses this threshold, electric trucks become more550

attractive to the carrier than diesel trucks.
The high-quality solution of model [M3] is the Pareto optimal solution with the minimum

pollution index in Fig. 6. The results are shown in Table 3. The pollution index (primary
objective function value) is 8,265.56, so GAP_F1 = 1.51% (8,265.56−8,142.39

8,142.39 × 100% = 1.51%).
It shows that the proposed method finds a satisfactory solution for the pollution index. The555

cost of the government (secondary objective function value) is 6,655.17, thus the effective
subsidy rate ESR = 95.74% ( |6,655.17−(−35,375.00)|−|(−232,032.87)−(−230,242.50)|

|6,655.17−(−35,375.00)| ×100% = 95.74%),
i.e., 95.74% of the government subsidy amount is used to reduce pollution. It shows that the
proposed method finds a satisfactory solution for government subsidies. Therefore, we believe
that the quality of the solution found by the proposed method is high and close to the global560

optimal solution.

Table 3: Results of model [M3]

Parameters Values
Primary objective F1: pollution index 8,265.56
Secondary objective F2: cost of government (CNY) 6655.17
Runtime (second) 13,536 (3.76 hours)
Revenue of carrier (CNY) 232,032.87
Number of electrical trucks 30
Number of diesel trucks 73
Transport volume of electrical trucks (tonne) 2,760
Transport volume of diesel trucks (tonne) 12,820
Transport volume from S to P (tonne) 7,025
Transport volume from S to D (tonne) 8,555
Transport volume from P to D (tonne) 0
Total volume of CW (tonne) 15,580
The gap of objective function F1, GAP_F1 1.51%
Effective subsidy rate, ESR 95.74%

According to Table 3, the carrier dispatches all 30 electrical trucks to transport 2,760
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Figure 7: Movement of CW and trucks between sites. (a) illustrates the flow of CW between each site in a
planning period, where the stroke width of the arcs represents the amount of CW. (b) shows the movement
of electrical and diesel trucks between each site in a planning period, where the stroke width of the arcs
corresponds to the total number of trips.

tonnes of waste and an additional 73 diesel trucks for 12,820 tonnes. The government subsi-
dizes 42,000 CNY on the waste transportation process, which will reduce pollution by 29.49%
(11,723.23−8265.56

11,723.23 ×100% = 29.49%). To further explore the operation regulations of the trucks,565

we examine Fig. 7. We observe some interesting phenomena: (1) Most production sites pri-
oritize transporting waste to the nearest backfill sites. (2) When the closest site is occupied,
the production site will opt for the second nearest backfill site. For instance, production site
S1 initially chooses backfill site D1, but since D1 is already assigned to handle waste from S2,
the waste from S1 is instead shipped to D2 to reduce waiting time. This scheduling approach570

helps reduce congestion compared to manual methods. (3) The subsidy can incentivize the
carrier to use electric trucks for long-distance waste transportation. For example, transporta-
tion to P1 remain unchanged with or without the subsidy, but transportation to P2 and P3

shift from diesel trucks to electric trucks. This change occurs because P2 and P3 are further
from surrounding production sites, making electric trucks a more economical option. Further575

analysis of important parameters is presented in Section 5.3.

5.3. Sensitivity analysis
To understand the influence of the model parameters on the solution, a sensitivity analysis

is conducted on the key parameters of the model, including the bounds of the treatment fee
and the number of electrical trucks.580

5.3.1. Impact of the treatment fee
While the other parameters are fixed, we first examine the impact of the bounds on the

treatment fee on the system performance. Due to the fluctuation of the treatment fee with the
market and policy, its impact on environmental pollution, government subsidies, and carrier
revenues may change accordingly (Huang et al., 2018). Thus, we test the performance of the585

proposed model for a series of PUs and PLs. The values of PUs are drawn from the range
of [3,7] with a step of 0.5 and PL = PU − 10 for each lower bound. The experimental results
are shown in Fig. 8. The fluctuation of the pollution index is very small in the 9 experiments,
which indicates that the proposed method can produce a robust solution for all [PL, PU ]
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Figure 8: Sensitivity of the treatment fee.

Figure 9: Sensitivity of the number of electrical trucks.

(see Fig. 8 (a)). Interestingly, the pollution index decreases slowly with the increase of PU .590

That’s because the carrier tends to strategically decline long distance transport tasks when
the treatment fee is too high. Fig. 8 (b) shows that the government’s and carrier’s revenue are
negatively correlated. In the real world, the government can refer to Fig. 8 (b) and flexibly set
the interval [PL, PU ] of treatment fee according to its financial and the management situation
of carriers.595

5.3.2. Impact of the number of electrical trucks
Increasing the ratio of electrical trucks to the CW transportation system could potentially

reduce emissions though at the price of higher cost. Based on the parameters in Section 5.1,
we set the number of electrical trucks N1 to [10, 50] with a step size of 10 and evaluate its
effects.600

Fig. 9 demonstrates the changes in the pollution index and government revenue with
different ratios of electrical trucks. Both the pollution index and government revenue show
an approximately linear relation with the number of trucks. The pollution index is reduced
by 1,059.73 or 9.04% ( 1059.73

11723.23 × 100% = 9.04%) with a 10% increase of electrical trucks.
The government subsidy, on the other hand, increases by an average of 10,942.50 (CNY).605

Therefore, increasing the number of electrical trucks can significantly reduce pollution though
may incur higher costs.

6. Conclusions

This paper examines the operation of construction waste hauling trucks, focusing on the
interaction between the government and the carrier. We first formulate a tailored multi-vehicle610
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minimum cost flow model [M1] to maximize carrier revenue without subsidies. Then, we
explore the Stackelberg game between the government and the carrier, where the government
influences the carrier’s schedule through treatment fees. A bi-level optimization model [M3]
is developed to optimize the government’s dual objectives: minimizing pollution and subsidy
expenditures,where model [M1] serves as the lower-level problem. To solve the challenging615

bi-level model, we propose a hybrid MOPSO-based approach, solving [M1] for each particle
with a commercial solver. A large-scale case study in Chengdu shows that the hybrid method
achieves a high-quality solution (GAP_F_1 = 1.51%, ESR = 95.74%) in a reasonable time
(3.76 hours). Results indicate that appropriate subsidies can reduce pollution by 29.49%.
Insights into the truck scheduling problem are also provided.620

1) The proposed approach can improve truck efficiency by 2-3 times. Without subsidies,
carriers prefer diesel trucks, but with subsidies, electric trucks are favored, especially for longer
trips.

2) The carrier’s revenue is positively correlated with the government subsidy. By adjusting
the treatment fees strategically, the government can intervene in the carrier’s transportation625

schedule, as shown in Fig. 8.
3) Increasing the number of electrical trucks can significantly reduce environmental pol-

lution, but their high cost requires government subsidies to incentivize the shift from diesel
to electric trucks.

The model is flexible and can be extended to accommodate more complex scenarios. For630

example, Appendix Appendix C extends the model to include multiple types of CW. While
the models show potential for emission reduction, they are limited by fixed travel speeds,
which may not reflect real-world conditions under uncertainty. A potential improvement
is to develop a robust optimization model that accounts for input parameter stochasticity.
However, data collection may be challenging due to carriers’ reluctance to share operational635

details, in which case a simplified model could be developed.
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Appendix A. Table of notations760

Table A1: Summary of notation.

Sets
{0} Depot
P Processing facilities P = {1, ..., P}
S Production sites S = {P + 1, ..., P + S}
D Backfill sites D = {P + S + 1, ..., P + S +D}
T Planning period T = {0, 1, ..., T}
T Virtual planning period T = {−1, ...,−T}, T = max{ri,j}+ 1
G Time-space network G = {N ,A}, where N is the set of nodes and A is the set of

arcs
Af , Ad Set of fully loaded arcs, set of deadheading arcs
As, A0 Set of service arcs, set of zero arcs
Fe Electrical truck fleets Fe = {V1, ...,VE}
Fd Diesel truck fleets Fd = {VE+1, ...,VE+D}, E +D = V

Parameters
Nv Total number of trucks in feet v ∈ Fe ∪ Fd (veh)
Qv Rated load weight per truck in fleet v ∈ Fe ∪ Fd (kilogram/veh)
Qv Unloaded weight per truck in fleet v ∈ Fe ∪ Fd (kilogram/veh)
Mv Total weight per truck in the feet v ∈ Fd, Mv = Qv +Qv (kilogram/veh)
qsi Total weight of CW at production site i ∈ S during the planning period (tonne)
qdj Total weight of CW at backfill site j ∈ D during the planning period (tonne)
∆t Time interval
ri,j Trucks take ri,j time intervals to travel from site i to area j for i, j ∈ {0}∪P∪S∪D
Bj Maximum number of trucks allowed to be serviced during the time interval ∆t in

site j ∈ P ∪ S ∪ D
C0,v Fixed cost per truck in fleet v ∈ Fe ∪ Fd (CNY/veh)
C1,v Average cost of driving a time interval ∆t with unloaded and fully loaded trucks

in fleet v ∈ Fe ∪ Fd (CNY)
C2 Price of transporting a tonne CW (CNY/tonne)
y′ Market guide price of treatment fee (CNY/tonne)
di,j Distance between site i ∈ {0} ∪ P ∪ S ∪ D and j ∈ {0} ∪ P ∪ S ∪ D (meter)
u Speed of trucks (meter/second)
PU Upper bound of treatment fee(CNY/tonne)
PL Lower bound of treatment fee (CNY/tonne)
ξ Fuel-to-air mass ratio
k Engine friction factor (kilojoule/revolution/liter)
N Engine speed (revolution/second)
V Engine displacement (liter)
κ Heating value of a typical diesel fuel (kilojoule/gram)
η Efficiency parameter for diesel engines
ηt Drive train efficiency of trucks
τ Acceleration of trucks (meter/square second)
g Gravitational acceleration (meter/square second)
δ Road angle (degree)
fa Coefficient of aerodynamic drag

(continued on next page)
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(continued)
fr Coefficient of rolling resistance
φ Air density (kilogram/square meter)
A Frontal surface area of diesel CHTH (square meter)
θ Conversion factor of fuel from gram/second to liter/second
hj Pollution factor, j ∈ P
λ, γ, α, β λ = ξ

κθ , γ = 1
1,000ηtη

, α = τ + g sin δ + gfr cos δ, β = 0.5faφA

Decision variables
xi,j,v,t Total flow of feet v ∈ Fe ∪ Fd from i ∈ {0} ∪ P ∪ S ∪D to j ∈ {0} ∪ P ∪ S ∪D at

time t ∈ T ∪ T (veh)
yj,v Treatment fee of transporting CW via fleet v ∈ Fe∪Fd to processing facility j ∈ P

for harmless treatment (CNY/tonne)

Appendix B. Table of partial parameter values

Table B1: Partial parameter values.
Parameter Value Parameter Value
T 60 ∆t 10 minutes
u 30 kilometers/hours C0,v 750 CNY, v ∈ Fd; 550 CNY, v ∈ Fe

C1,v 19.5 CNY, v ∈ Fd; 9.5 CNY, v ∈ Fe C2 25 CNY
y′ 5 CNY θ 737
Qv 15,500 kilogram, v ∈ Fd Mv 31,000 kilogram, v ∈ Fd

ξ 1 k 0.2 kilojoule/revolution/liter
N 32 revolution/second V 12.54 liter
κ 44 kilojoule/gram η 0.9
ηt 0.4 τ 0
g 9.81 meter/square second δ 0
fa 0.7 fr 0.01
φ 1.2041 kilogram/square meter A 8.9 square meter

Appendix C. Models considering multiple CW types

Here we consider one extension of the model when CW can be categorized as multiple types
such as inert waste, non-inert non-hazardous waste, and hazardous waste (Chen et al., 2024).
Different types of waste have different recycling methods and treatment fees. Specifically, we765

define C as the set of all types of CW, and c ∈ C is a certain type of CW, and c = 0 represents
that the trucks run empty. We redefine the upper decision variable yj,v and the lower decision
variable xi,j,v,t as yj,v,c, xi,j,v,t,c, respectively, i, j ∈ {0}∪P∪S∪D, v ∈ Fe∪Fd, t ∈ T ∪T , c ∈ C.
We define the models that consider multiple types of CW as model [M4] and model [M5].
Models [M4] and [M5] are consistent with the solution approach for models [M2] and [M3],770

respectively.
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[M4]

Min F ′
1(x

′|y) =
∑
c∈C

∑
i∈P∪S∪D

∑
j∈P∪S∪D

∑
v∈Fd

∑
t∈T

kNV λdi,jx
′
i,j,v,t,c/u

+
∑
c∈C

∑
i∈P∪S∪D

∑
j∈P∪S∪D

∑
v∈Fd

∑
t∈T

Qvγλαi,jdi,jx
′
i,j,v,t,c

+
∑
c∈C

∑
i∈S

∑
j∈P∪D

∑
v∈Fd

∑
t∈T

Qvγλαi,jdi,jx
′
i,j,v,t,c

+
∑
c∈C

∑
i∈P

∑
j∈D

∑
v∈Fd

∑
t∈T

Qvγλαi,jdi,jx
′
i,j,v,t,c

+
∑
c∈C

∑
i∈P∪S∪D

∑
j∈P∪S∪D

∑
v∈Fd

∑
t∈T

βγλdi,jx
′
i,j,v,t,cu

2

+
∑
c∈C

∑
i∈S

∑
j∈P

∑
v∈Fe∪Fd

∑
t∈T

hjQvx
′
i,j,v,t,c;

(C1)

Subject to:
yj,v,c ≥ PL, ∀j ∈ P , ∀v ∈ Fe ∪ Fd, ∀c ∈ C; (C2)
yj,v,c ≤ PU, ∀j ∈ P , ∀v ∈ Fe ∪ Fd, ∀c ∈ C; (C3)

where

x′ ∈ argmin{f ′′(x,y) =
∑

v∈Fe∪Fd

∑
j∈P∪S∪D

∑
t∈T

C0,vx0,j,v,t,0

+
∑
c∈C

∑
v∈Fe∪Fd

∑
i∈P∪S∪D

∑
j∈P∪S∪D

∑
t∈T

C1,vri,jxi,j,v,t,c

−
∑
c∈C

∑
v∈Fe∪Fd

∑
i∈S∪P

∑
j∈D

∑
t∈T

C2Qvxi,j,v,t,c

−
∑
c∈C

∑
v∈Fe∪Fd

∑
i∈S

∑
j∈P

∑
t∈T

(C2 − yj,v,c)Qvxi,j,v,t,c};

(C4)

Subject to:∑
j∈P∪S∪D

∑
t∈T

x0,j,v,t,0 ≤ Nv, ∀v ∈ Fe ∪ Fd; (C5)

∑
j∈P∪S∪D

∑
t∈T

x0,j,v,t,0 −
∑

i∈P∪S∪D

∑
t∈T

xi,0,v,t,0 = 0, ∀v ∈ Fe ∪ Fd; (C6)

∑
c∈C

∑
i∈{0}∪P∪S∪D

xi,j,v,t−ri,j−1,c −
∑
c∈C

∑
i∈{0}∪P∪S∪D

xj,i,v,t,c = 0,

∀j ∈ P ∪ S ∪ D, ∀v ∈ Fe ∪ Fd, ∀t ∈ T ; (C7)∑
c∈C

∑
i∈{0}∪P∪S∪D

∑
v∈Fe∪Fd

xi,j,v,t−ri,j ,c ≤ Bj , ∀j ∈ P ∪ S ∪ D, ∀t ∈ T ; (C8)

∑
c∈C

∑
j∈P∪D

∑
v∈Fe∪Fd

∑
t∈T

Qvxi,j,v,t,c/1, 000 ≥ qsi, ∀i ∈ S; (C9)

∑
c∈C

∑
j∈P∪D

∑
v∈Fe∪Fd

∑
t∈T

Qvxi,j,v,t,c/1, 000 < (1 + ϵ2)qsi, ∀i ∈ S; (C10)

∑
c∈C

∑
i∈P∪S

∑
v∈Fe∪Fd

∑
t∈T

Qvxi,j,v,t,c/1, 000 ≥ qdj , ∀j ∈ D; (C11)
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∑
c∈C

∑
i∈P∪S

∑
v∈Fe∪Fd

∑
t∈T

Qvxi,j,v,t,c/1, 000 < (1 + ϵ2)qdj , ∀j ∈ D; (C12)

xi,j,v,t,c = 0, ∀i, j ∈ {0} ∪ P ∪ S ∪ D, ∀v ∈ Fe ∪ Fd, ∀t ∈ T , ∀c ∈ C; (C13)
xi,j,v,t,c = 0, ∃H ∈ {{0},P,S,D}, ∀i, j ∈ H, ∀v ∈ Fe ∪ Fd, ∀t ∈ T , ∀c ∈ C; (C14)
x0,j,v,t,c = 0, ∀j ∈ {0} ∪ P ∪ S ∪D, ∀v ∈ Fe ∪ Fd, ∀t ∈ T , ∀c ∈ C\{0}; (C15)
xi,0,v,t,c = 0, ∀i ∈ {0} ∪ P ∪ S ∪D, ∀v ∈ Fe ∪ Fd, ∀t ∈ T , ∀c ∈ C\{0}; (C16)∑
c∈C

xi,j,v,t,c ∈ {0, 1, ..., Bj}, ∀i, j ∈ {0} ∪ P ∪ S ∪D, ∀v ∈ Fe ∪ Fd, ∀t ∈ T ∪ T .

(C17)

[M5]

Min −
∑
c∈C

∑
i∈S

∑
j∈P

∑
v∈Fe∪Fd

∑
t∈T

yj,v,cQvx
′
i,j,v,t,c; (C18)

Subject to:
F ′
1(x

′|y) = F ′
1(x

∗
M4); (C19)

Constraints (C2)− (C3);
where

x′ ∈ argmin{f ′′(x,y)}; (C20)
Subject to:

Constraints (C5)-(C17).

The solution approach of this model could be barely solved by the same routine as presented
in Section 4.
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